ՀԱՅՏԱՐԱՐՈՒԹՅՈՒՆ
հրավերի պարզաբանման մասին

Հայտարարության սույն տեքստը հաստատված է գնահատող հանձնաժողովի
 2022 թվականի մարտի 25-ի թիվ 2 որոշմամբ և հրապարակվում է 
“Գնումների մասին” ՀՀ օրենքի 29-րդ հոդվածի համաձայն
Ընթացակարգի ծածկագիրը ՀՀԱՆ-ԷԱՃԱՊՁԲ-ՀՍ-22/23
ՀՀ արդարադատության նախարարության հարկադիր կատարումն ապահովող ծառայության կարիքների համար համակարգչային սերվերների ձեռքբերման նպատակով 
կազմակերպված ՀՀԱՆ-ԷԱՃԱՊՁԲ-ՀՍ-22/23 ծածկագրով գնման ընթացակարգի գնահատող հանձնաժողովը  ստորև ներկայացնում է նույն ծածկագրով հրավերի վերաբերյալ 22․03․2022թ․ ստացված հարցադրումները և դրանց վերաբերյալ 25․03․2022թ․  տրամադրված պարզաբանումները`

Ձեր կողմից հայտարարված տեխնիկական բնութագիրը ամբողջությամբ չի արտացոլում   տեխնիկական սարքավորումներին ներկայացվող պահանջները և ինժիներական թիմին հնարավորություն չեն տալիս ընտրել և առաջարկել ճիշտ լուծում:  Հաշվի առնելով վերը նշվածը, խնդրում եմ մաքսիմալ մանրակրկիտ պատասխանել և պարզաբանում տալ  հետևյալ հարցերին.

Հարցերը կամ դիտարկումները արված են  ՏԲ-ի առանձնացված  հատվածների վրա և նշված են կարմիր:

· ծրագրային և ապարատային համալիրի բաղադրիչները պետք է արտադրված լինել համաշխարհային ճանաչում ունեցող ընկերությունների կողմից և գնումների տենդերային գործընթացի անկացման ժամանակ լինեն արդիական, արտադրող կազմակերպության կողմից արտադրության մեջ,
· բոլոր բաղադրիչների համար երաշխիքային սպասարկման և արտադրողի կողմից տեխնիկական աջակցման ժամկետը սահմանվում է ոչ պակաս քան 3 տարի, սպասարկման ժամանակացույց՝ շուրջօրյա, շաբաթը 7 օր, ներառյալ հանգստյան օրերը և արձակուրդները, արձագանքման ժամանակը - ոչ ավելի, քան 4 ժամ, անվճար խորհրդատվություն սարքավորումների աշխատանքի վերականգնման վերաբերյալ, անհրաժեշտության դեպքում մասնագետների այցելություններ սարքավորումների տեղադրման վայր, սարքավորումների շահագործումը վերականգնելու համար անհրաժեշտ աշխատանքների կատարում, խափանված մասերի անվճար փոխարինում երաշխիքային սպասարկման ժամկետի ընթացքում, 
· առաջարկվող ապարատային բաղադրիչների մասերը պետք է ունենան ռեզերվացման հնարավորություն, մասնավորապես բաղադրիչների հոսանքի սնուցման աղբյուրները (PSU) օգտագործելով ռեզերվային PSU, տվյալների կուտակիչները/սկավառակները HDD և SSD օգտագործելով RAID տեխնոլոգիան, SAN տիպի տվյալների պահպանման համակարգերում վերահսկիչների/controller ռեզերվացում, ցանցային սարքավորումների և ցանցային ուղիների ռեզերվացում:    
Հաշվողական հանգույցների կամ սերվերների նկատմամբ տեխնիկական պահանջներն են.

· անհրաժեշտ է երեք հաշվողական հանգույց կամ սերվեր,
●
չորս հատ Intel Cascade Lake պրոցեսորներ՝ առնվազն 20 միջուկով և Intel Hyper-Threading տեխնոլոգիայի առկայությամբ, բազային միջուկային հաճախականություն առնվազն 2,1 ԳՀց, քեշի չափը 27,5 ՄԲ, առավելագույն թույլատրելի հիշողություն՝ 1024 ԳԲ․
  Տվյալ բնւթագիրը համարժեք է միայն այս պռոցեսորին   Intel® Xeon® Gold 6230 2.1G, 20C/40T, 10.4GT/s, 27.5M Cache, Turbo, HT  

(125W) DDR4-2933 - Արդյոք դիտարկոելու է միայն տվյալ պրոցեսորը?

●
մինիմում 24 սլոթ հիշողության մինչև 128 ԳԲ DRAM մոդուլներ տեղադրման հնարավորություն, մատակարարվող հաշվողական հանգույցներում պետք է տեղադրված լինի առնվազն 8 հիշողության մոդուլ հետևյալ բնութագրերով՝ մինիմում 32 ԳԲ DDR4 2933 ՄՀց հաճախականությամբ և բազմաբիթ սխալի հայտնաբերման և ուղղման տեխնոլոգիայով,
 Կարող ենք առաջարկել ավելի ժամանակակից տարբերակ, քանի որ առկա են արդեն և հասանելի են միայն 3200ՄՀց?

Պատասխան։ Այո կարող եք դիտարկել նաև ավելի նոր տարբերակով պրոցեսոր։

●
մատակարարվող հաշվողական հանգույցում պետք է տեղադրված լինի մեկ հատ երկպորտ ցանցային ադապտեր տվյալների փոխանցման հետևյալ արագությամբ՝ 10 Գբ/վ, SFP+ ինտերֆեյսով և հետևյալ հատկանիշներով՝
(
SR-IOV with up to 128 VFs. 

( Function Level Reset (FLR) support.

 ( Virtual Network Termination–VXLAN, NVGRE, GRE encap/decap. 

( Switch acceleration. 

( Tunnel-aware stateless offloads. 

( RDMA over converged Ethernet (RoCE). 

( SMBus 2.0. 

( MCTP over SMBus.

 ( PCIe-based UART and KCS. ( Jumbo frames up to 9 KB. 

( Advanced Congestion Avoidance. ( Multiqueue, NetQueue, and VMQ. 

( IPv4 and IPv6 offloads. ( TCP, UDP, and IP checksum offloads. ( Large Send Offload (LSO). ( Large Receive Offload (LRO). ( TCP Segmentation Offload (TSO). ( Receive-side Scaling (RSS). ( Transmit-side Scaling (TSS). ( VLAN insertion/removal. ( Interrupt coalescing. ( Network boot-PXE, UEFI. ( iSCSI boot. ( MSI and MSI-X. ( Supports Wake-on-LAN;

. Սա հատված է Broadcom® ցանցային ադապտերների տվյալների աղյուսակից: Թվարկված գործառույթներից ո՞րն է նախատեսվում օգտագործել: Արդյո՞ք Broadcom 57414 Dual Port 10/25GbE SFP28 տարբերակը 10 Գբ հաղորդիչով կամ տեղադրված DAC մալուխով բավարարում է ձեր կարիքները?

Պատասխան։ Այո կբավարարի, եթե կա ավելի լավ առաջարկ կարող եք առաջարկել։
● մատակարարվող հաշվողական հանգույցում պետք է տեղադրված լինի մեկ հատ երկպորտ Fiber Channel ցանցային ադապտեր տվյալների փոխանցման հետևյալ արագությամբ ՝ 16 Գբ/վ, հետևյալ հատկանիշներով․
(
INTx and MSI-X Compliance ( Throughput 16Gbps line rate per por ( Support for 2,048 concurrent logins and 2,048 active exchanges ( Port Virtualization • N_Port ID virtualization (NPIV) Compliance ( SCSI-3 Fibre Channel Protocol (SCSI-FCP) ( Fibre Channel Tape (FC-TAPE) Profile ( SCSI Fibre Channel Protocol-2 (FCP-2) ( Second Generation Fibre Channel Generic Services (FC-GS-2) ( Third Generation Fibre Channel Generic Services (FC-GS-3) ( Fibre Channel Physical Interface 5 (FC-PI5) ( BIOS, Unified Extensible Firmware Interface (UEFI) ( FA-WWN ( F-BLD ( FC Ping ( FC Traceroute ( Fabric device management interface (FDMI) enhancements ( Maximum Cable Distances Rate Multi-Mode Optic Cable 16Gbps OM3 100M, 16Gbps OM4 125M;     Fiber Channel HBA QLogic 2692 Dual Port 16Gb 

Սա հատված է   Fibre Channel HBA QLogic 2692 Dual Port 16Gb  տվյալների թերթիկից ,   դիտարկվելու է միայն տվյալ տարբերակը?

Պատասխան։ Ցանկալի է համապատասխանի տեխ․ բնութագրին եթե կան ավելի նոր և ավելի լավ առաջարկներ կարող եք ներկայացնել հիմնավորումով։ 

●
հաշվողական հանգույցում պետք է տեղադրված լինի երկու մինիմում 240 ԳԲ M.2 տվյալների պահեստավորման մոդուլներ՝ միավորված RAID-1,
●
համատեղելի լինի հետևյալ օպերացիոն համակարգերի և վիրտուալացման հարթակների հետ.
· Microsoft Windows Server,

· Red Hat Enterprise Linux (RHEL),

· SUSE Linux Enterprise Server (SLES),

· VMware vSphere (համատեղելիությունը հաստատված ծրագրաշարի արտադրողի պաշտոնական կայքում),

· Oracle VM։
· ստանդարտների աջակցություն՝
( PXE, WOL, Microsoft® լոգոյի հավաստագրում, USB 3.0, USB 2.0, UEFI, SNMP v3, PCIe 3.0

 հաշվողական հանգույցը պետք է ունենա կառավարման համակարգ հետևյալ հատկանիշներով․
( Սերվերի սարքավորումների կառավարում  ( Սերվերի մշտադիտարկում ( ՕՀ տեղադրում ( ՕՀ կենտրոնացված հեռավար կառավարում ( Սարքավորումների ծրագրային ապահովման թարմացում 

Թվարկված գործառույթներից ո՞րն է նախատեսվում օգտագործել?

Պատասխան։ Տվյալ պահին ծառայությունը օգտագործում է անհրաժեշտ օպերացիոն համակարգերը և վիրտուալիզացման հարթակները (Windows, Linux)։ Հետագա բարելավման և այլ վիրտուալիզացման համակարգեր օգտագործելու կանխատեսումներով։
· . Տեղադրվող Տվյալների Պահպանման Համակարգ (ՏՊՀ) պահանջներ. 

Ցավոք, ի լրումն այն փաստի, որ պահեստավորման համակարգի պահանջները սահմանված են մեկ արտադրողի համար (հնարավոր է, HPE Nimble Storage HF-Series), պահեստավորման համակարգի համար ամենատարրական նվազագույն պահանջներ չկան, այն է, թե որն է պահանջվող զուտ օգտակար ծավալը, պահանջվող արտադրողականությունը, որոնց հիման վրա հավակնորդները կարող են ճիշտ ընտրել և առաջարկել իրենց համակարգերը սկավառակի պահանջվող դասավորությամբ՝ հաշվի առնելով տարբեր արտադրողների պահեստավորման համակարգերի անհատական ​​բնութագրերը: Խնդրում ենք նշել համակարգի հիմնական պահանջները և պահեստավորման գործառույթի անհրաժեշտ Ֆունկցիոնալը:

●ստորև ներկայացված են ՏԲ-ից այն հատվածները, որոնք կամ լիարժեք չեն արտացոլում պահանջները, կամ ուղղորդում են կոնկրետ արտադրողի, և հնարավորություն չեն տալիս այլ արտադրողի ներկայացնել լուծում. 


· Յուրաքանչյուր տվյալների մշակման կենտրոնում 1 տվյալների պահպանման համակարգ, սարքավորումը պետք է հնարավորություն ունենա տեղադրվել ստանդարտ 19” սերվերային պահարանում:

· Տվյալների պահպանման համակարգը պետք է երկու կարգավորիչներ/controller, որոնցից մեկը ակտիվ է, իսկ մյուսը աշխատում է տաք սպասման ռեժիմում- active-standby: -  Դիտարկվում է արդյոք երկու ակտիվ կարգավորիչներով լիարժեք պահեստավորման համակարգ?
Պատասխան։ active-standby ռեժիմը հնարավորություն է ընձեռնում խուսափել միաժամանակյա ծրագրային կամ համակարգային զեղումներից։ Համակարգը իրենից ներկայացնում է մեկ ընդհանուր կոմպլեքս լուծում այլ ոչ թե տարբեր արտադրողների կողմից արտադրված սարքավորումների հավաքագրում։ Այլ տարբերակում մրցույթ կներկայացվեր առանձին սարքավորումների ձեռք բերման այլ ոչ թե կոմպլեքս ծրագրաապարատային լուծման համար։ Մեկ արտադրողի կողմից մատակարարումը կլինի ավելի հեշտ և արագ։ Սպասարկման տեսանկյունից նույնպես ինչպես եք պատկերացնում տարբեր արտադրողների կողմից սպասարկել մեկ ընդհանուր համակարգ։ Խնդրի դեպքում էլ ասել թե խնդիրը այս կամ այն սարքավորումից է առաջանում։ Եվ կան արդյոք մասնագետներ որ լիցենզավորված լինեն թեկուզ մատակարարող ընկերության կողմից ով լիցենզավորված է տարբեր ընկերության սարքերի և սարքավորումների համար։ Հույսով եմ հնարավորինս մատչելի ներկայացվեց խնդրի էությունը։

· Յուրաքանչյուր կարգավորիչի/controller հիմնական քեշ հիշողության չափը մինիմում 64 ԳԲ է:

● Քեշի հիշողությունը արտացոլվում/պատճենվում է կարգավորիչների միջև ներքին գերարագ կապի միջոցով, ձախողման դեպքում պահուստային վերահսկիչին անցնելու համար:

● Քեշի հիշողությունը արտացոլվում է/կրկօրինակվում է կարգավորիչների միջև ներքին գերարագ կապուղու միջոցով՝ խափանման դեպքում ռեզերվային կարգավորիչին անցնելու համար:
Տվյալների պահպանման համակարգի պետք է ունենա հիմնական քեշի ընդլայնման հնարավորություն` տեղադրելով SSD-ներ որպես երկրորդական քեշ: Քեշի հիշողության քանակի ավելացումը պետք է տեղի ունենա դինամիկ կերպով, առանց աշխատանքը դադարեցնելու:
Տվյալների պահպանման համակարգի պետք է ունենա հնարավորություն մեծացնել պահեստավորման ծավալը՝ ավելացնելով լրացուցիչ սկավառակների դարակներ, առնվազն 1,3 ՊԲ ծավալի տվյալներ պահպանելու հնարավորությամբ: Սկավառակների դարակներ ավելացնելուց բացի, պետք է հնարավորություն ունենա միավորել մի քանի Տվյալների պահպանման համակարգ մեկ մասշտաբային կլաստերի մեջ՝ առնվազ 2 տվյալների պահպանման համակարգ 5.2 ՊԲ ծավալով տվյալներ պահպանելու հնարավորությամբ: 

●
Տվյալների պահպանման համակարգը պետք է ունենա անսարքության հանդուրժող ճարտարապետություն: Պահպանման համակարգը պետք է ապահովի բոլոր ակտիվ բաղադրիչների և մուտքի ուղիների կրկնօրինակում: Կարգավորիչները, I/O մոդուլները, օդափոխիչները և սնուցման սարքերը, ընդլայնման սկավառակների դարակների կարգավորիչների միացումը պետք է կրկնօրինակված լինեն:

· Տվյալների պահպանման համակարգը պետք է ունենա RAID տեխնոլոգիայով տվյալների հասանելիության ապահովման հնարավորություն, որը թույլ կտա մինչև 3 սկավառակ միաժամանակ խափանվելու դեպքում շարունակել աշխատանքը, առանց տվյալների հասանելիության կորստի:

●
Տվյալների պահպանման համակարգը պետք է ապահովի բարձր հուսալիության մակարդակ և չունենա խափանման մեկ կետ:

· Տվյալների պահպանման համակարգը պետք է ունենա սկավառակների, կարգավորիչների, I/O մոդուլների, օդափոխիչների և հոսանքի սնուցման սարքերի փոխարինման hot-plug/hot-swap հնրավորություն, կարգավորիչների արդիականացմանը ավելի արդյունավետների առանց աշխատանքի ընդհատման (on-line ռեժիմում) առանց տվյալների հասանելիության կորստի,

· Մատաարարվող սարքավորումը պետք է ունենա առնվազն մեկ երկպորտանի 10Գբ iSCSI ադապտեր և մեկ երկպորտանի 16Գբ Fibre Channel ադապտեր յուրաքանչյուր կարգավորիչում:

●
Տվյալների պահպանման համակարգը պետք է ունենա 240 ԳԲ, 480 ԳԲ, 960 ԳԲ, 1,92 ՏԲ, 3,84 ՏԲ, 400 ԳԲ, 800 ԳԲ, 1600 ԳԲ, 3200 ԳԲ փոքր չափի (2,5”) SAS 12 Գբ 3 DWPD դիմացկունությամբ փոքր չափի (2,5”) 12 Գբ SAS SSD կրիչների տեղադրման հնարավորություն: Մատակարարվող սարքավորման հետ պետք է մատակարարվի առնվազն 100ՏԲ չֆորմատավորված ծավալով տվյալների պահպանման սկավառակներ, որոնց 1/3-ը SSD կրիչներ և առնվազն 800ԳԲ քեշ SSD կրիչներ:  - Այստեղ նշված են մի շարք սկավառակների տվյալներ, մեջբերված տեղեկատվական  թերթիկից: Սակայն տվյալ տեղեկությունը բավարար չէ հասկանալու պահանջվող պահպանման ծավալը: 

Որքա՞ն օգտագործելի ծավալ է պահանջվում և ի՞նչ համակարգի կատարողականություն է անհրաժեշտ:

Պատասխան։ Մատակարարվող սարքավորման հետ պետք է մատակարարվի առնվազն 100ՏԲ չֆորմատավորված ծավալով տվյալների պահպանման սկավառակներ, որոնց 1/3-ը SSD կրիչներ և առնվազն 800ԳԲ քեշ SSD կրիչներ:  
· Տվյալների պահպանման համակարգը պետք է հնարավորություն ունելա աշխատելու միաժամանակ առնվազն 1000 տրամաբանական ծավալներ (LUNs) հետ: Նույնիսկ մեկ կարգավորիչի ձախողումից հետո հնարավոր է պահպանել բոլոր տրամաբանական ծավալները ամբողջությամբ և նույն կատարողականությամբ:

· Տվյալների պահպանման համակարգը համատեղելի լինի հետևյալ օպերացիոն համակարգերի՝ Windows 2019/2016/2012 (32/64), Red Hat Linux (32/64), SuSE SLES (32/64), VMware, MS Hyper-V, և Windows, Linux, VMware կլաստերային օպերացիոն համակարգերի հետ: Պետք է ունենա Docker, Kubernetes հարթակների հետ ինտեգրմանը հնարավորություն:

· աջակցում է VVOL ծավալների հետ աշխատանքին.

· հիպերվիզորի աբստրակցիայի մակարդակների մոնիտորինգ, ինչպիսիք են տվյալների կենտրոնը (տվյալների կենտրոնը), տվյալների պահեստը (տվյալների պահեստը), վիրտուալ մեքենաների հոսթ (հոսթ), առանձին վիրտուալ մեքենա (VM) 

· Տվյալների պահպանման համակարգը ապարատային մակարդակում հնարավորություն պետք է ունենա ստեղծելու տրամաբանական ծավալների տեղական պատճեններ՝ snapshot-ներ (ակնթարթային պատճեն): Յուրաքանչյուր տրամաբանական ծավալի համար առնվազն 256 տեղական պատճեն:

· Տվյալների պահպանման համակարգը պետք է ունենա հնարավորություն ստեղծելու այսպես կոչված ՛Բարակ՛ ծավալներ՝ սերվերներին ավելի շատ սկավառակի ծավալ  ապահովելու համար, քան ֆիզիկապես այդ ծավալը զբաղեցվում է Տվյալների պահպանման համակարգի կրիչներում: Տրամաբանական ծավալների կողմից չօգտագործված ֆիզիկական ծավալը (SCSI UNMAP) վերադարձվում է այլ տրամաբանական ծավալների օգտագործման համար:

· Տվյալների պահպանման համակարգը պետք է ունենա QoS կառավարում առանձին տրամաբանական ծավալների համար և հնարավոր լինի սահմանել QoS պարամետրեր, ինչպիսիք են IOPS և ՄԲ/վ թողունակությունը:

· Տվյալների պահպանման համակարգը պետք է ունենա սկավառակի տարածության օպտիմալացման և արդյունավետ օգտագործման մեխանիզմներ, ինչպիսիք են deduplication և compression կամ data reduction: Վերը նշված ֆունկցիաները պետք է միացվեն կամ անջատվել յուրաքանչյուր առանձին տրամաբանական ծավալի համար (ծավալային խմբի):

· Պետք է հասանելի է լինի կառավարման ծրագրակազմը, գրաֆիկական WEB-ինտերֆեյսի (GUI), ինչպես նաև հրամանի տող ինտերֆեյսի (CLI) միջոցով և REST API:

· Կառավարման ծրագրակազմը պետք է ապահովի համակարգ աշխատանքի մոնիտորինգ և վերլուծություն: Կառավարման ծրագրակազմը պետք է իր գործունեության մասին հեռաչափական տեղեկատվության հավաքագրում կատարի և այդ տեղեկատվությունը արտադրողի սպասարկման կենտրոն ուղարկի և տվյալների վիճակագրական տվյալների հիման վրա հնարավոր խափանումների ակտիվ մոնիտորինգի մեխանիզմ կիրառի և ստացվի տեղեկատվություն հնարավոր խափանումների սխալ կարգավորումների վերաբերյալ, հետագայում արագ այդ խնդիրները լուծելու նպատակով:

· Պետք է ունենա ներքոնշյալ պրոտոկոլների և ծառայությունների աջակցություն

• Access-based Enumeration (ABE) for SMB protocol • Address Resolution Protocol (ARP) • Controller based Data at Rest Encryption with self-managed keys • DFS Distributed File System (Microsoft) as Leaf node or Standalone Root Server • Direct Host Attach for Fibre Channel and iSCSI • Dynamic Access Control (DAC) with claims support • Fail-Safe Networking (FSN) • Internet Control Message Protocol (ICMP) •  Kerberos Authentication • Key Management Interoperability Protocol (KMIP) compliant external key manager for Data at Rest encryption • LDAP (Lightweight Directory Access Protocol) • LDAP SSL • Link Aggregation for File (IEEE 802.3ad) • NAS Servers Multi-protocol for UNIX and SMB clients (Microsoft, Apple, Samba) •  Network Data Management Protocol (NDMP) v1-v4, 2-way & 3-way • Network Time Protocol (NTP) client • NFS v3/v4 Secure Support • NT LAN Manager (NTLM) • Portmapper v2 • Virtual LAN (IEEE 802.1q) • Simple Network Management Protocol v2c & v3 (SNMP) • FIPS 140-2 Level 1 validation
1. Պահուստային տվյալների պահպանման համակարգի նկատմանբ սահմանվող պահանջները 
· Յուրաքանչյուր տվյալների մշակման կենտրոնում 1 պահուստային տվյալների պահպանման համակարգ, սարքավորումը պետք է հնարավորություն ունենա տեղադրվել ստանդարտ 19” սերվերային պահարանում:

· Առնվազն 12 հատ. կոշտ սկավառակներ 10ՏԲ կամ 12 ՏԲ NLSAS 3.5” 7200 rpm, մինիմալ 120ՏԲ չֆորմատավորված ծավալով:

· Տվյալների պահպանման համակարգի ռեսուրսների միացման տարբեր տիպի միացումների հնարավորություն FC 16Gb, FC 8Gb, iSCSI 10Gb, iSCSI 1Gb, SAS մինիմում 2x 12Gb ինտերֆեյսների միջոցով:

· Ունեն 2 ցանցային ինտերֆեյս 1Gb Ethernet։
· Ունենա WEB-ինտերֆեյս հեռակառավարման և մոնիտորինգի համար։
· Երկու կարգավորիչ, մինիմում երկպորտ ցանցային ադապտերով
2. Ցանցային կոմուտատորներ

Կոմուտատորնեի համար պահանջվում է նկարագրել/ավելացնել պահանջներ հաճախորդի կայքի/ենթակառուցվածքի հետ փոխգործակցության համար անհրաժեշտ մեդիա կերպափոխիչների / медиаконверторов/ տեսակի և քանակի համար: Քանի որ «անջատիչը պետք է հագեցած լինի համակարգի համար անհրաժեշտ փոխարկիչների քանակով» ձևակերպումը կարող է կարդալ միայն որպես այս անջատիչների փոխազդեցություն / միացում այս TOR-ում նշված սարքավորումներին (պահեստավորման համակարգ, սերվերներ), այսինքն. չի բացահայտում հաճախորդի կայքի հետ փոխգործակցությունը: Նկարագրված ծրագրաշարի գործառույթներից որն է իսկապես պահանջվում?:

Պատասխան։ Նախատեսում է տվյալ տեխ․ բնութագրի համար։

· Յուրաքանչյուր տվյալների մշակման կենտրոնում 2 ցանցային կոմուրատոր ռեզերվացումը ապահովելու համար, սարքավորումը պետք է հնարավորություն ունենա տեղադրվել ստանդարտ 19” սերվերային պահարանում:
· Առնվազն 28 հաղորդիչների տեղադրման ունիվերսալ պորտեր Gigabit Ethernet(SFP)/10 Gigabit Ethernet(SFP+) հաղորդիչների տեղադրման համար: Մատակարատվող յուրաքանչյուր կոմուտատոր պետք է համալրված լինի համակարգի համար անհրաժեշտ քանակի փոխակերպիչներով:
· Տեխնիկական պարամետրեր SDRAM: 4GB, Packet buffer size: 12MB, թողունակություն առնվազն Routing/Switching capacity: 960 Gb/s, Throughput: 720 Mp/s, MAC հասցեների թիվը առնվազն 208000, ARP գրառումների թիվը առնվազն  68k։
· Արձանագրությունների և տեխնոլոգյաների առկայություն Cut-through,Reversible airflow, IPv4 and IPv6 Static Routing, RIP, RIPv2, RIPng, OSPF, BGP, VRRP, SNMPv1, v2 և v3, NTP, Port mirroring, LLDP, ACLs, RADIUS/TACACS+ աուտենտիֆիկացիա, IEEE 802.1X և RADIUS network logins, Port security, EEE 802.1Qbb Priority Flow Control (PFC) և Data Center Bridging Exchange (DCBX), Jumbo frames առնվազն 9,000 բայթ, STP (IEEE 802.1D), Rapid STP (RSTP, IEEE 802.1w) and Multiple STP (MSTP) IEEE 802.1s), IEEE 802.3x Flow Control, IEEE 802.3ad, 4094 VLANs, VLAN Mapping, ARP, DHCP։
3. Ցանցային Fiber Channel կոմուտատորներ (Rackmount configuration)  
· Յուրաքանչյուր տվյալների մշակման կենտրոնում 2 ցանցային FC կոմուրատոր ռեզերվացումը ապահովելու համար, սարքավորումը պետք է հնարավորություն ունենա տեղադրվել ստանդարտ 19” սերվերային պահարանում:
· Առնվազն 24 հաղորդիչների տեղադրման պորտեր 16G հաղորդիչների տեղադրման համար: Մատակարատվող յուրաքանչյուր կոմուտատոր պետք է համալրված լինի համակարգի համար անհրաժեշտ քանակի փոխակերպիչներով:
· Փաթեթների բուֆերը 2000, մաքսիմալ փաթեթի չափը 2112b, ագրեգացված թողունակությունը 768 Գբ/վ։
· Հետևյալ տիպի պորտերի աջակցություն` F_Port, E_Port, M_Port, D_Port (ClearLink Diagnostics Port) on 24 SFP+ ports; Access Gateway mode: F_Port and NPIV-enabled N_Port։
· Կառավարում վեբ հավելվածի, SSH-ի, CLI-ի, REST API-ի միջոցով, ինչպես նաև SNMP,Syslog, NTP պրոտոկոլների աջակցություն։
4. Անխափան սնուցման սարքի նկատմամբ սահմանվող պահանջները  -  Դիտարկվո՞ւմ են Smart-UPS-ի այլ հզորություններ, օրինակ՝ 8000VA:
Պատասխան։ Դիտարկվում է միայն 10000 և ավել։
· առնվազն 10000ՎԱ/10000Վտ հզորությամբ, Smart-UPS
· տոպոլոգիան` Double conversion online
· փոփոխվող մուտքային լարման դիապազոնը 230V, 400V 3PH, մուտքային հաճախականությունը 40-70 Hz
· ելքային լարման շեղումը  <2% 
· մինչև 2 հատ լրացուցիչ մարտկոցային մոդուլի միացման հնարավորություն, սակայն առանց դրանց մինչև նվազագույնը 10 րոպե պահուստային հոսանք դրամադրելու հնարավորություն (50% ծանռաբեռնվածության դեպքում)
· աշխատանքային ջերմաստիճանը՝ 0° to 40° C 
· 6 հատ IEC 320 C13, 4 հատ IEC 320 C19
· ցանցային մոդուլով (որը ներառում է մեկ Ethernet պորտ և մեկ serial պորտ, մեկ USB պորտ և LCD էկրանով
Համակարգը պետք է տեղակայվի սերվերային պահարանում, որը պետք է բավարարի հետևյալ մինիմալ պահանջներին: Բարձրությունը՝ 42U, առնվազն 200.6(Բ) x 106(Խ) x 59.78(Լ) սմ չափսերով, ստացիոնար վիճակում առնվազն 1000 կգ ծանրություն բեռնելու հնարավորությամբ, դիմային և հետևի դռներով, կողային պանելներով, որոնք ունեն ընդհանուր բանալիով փական, հողանցման կոմպլեկտով: Պետք է ապահովի վերոնշյալ սարքավորումների տեղադրումը, պետք է համապատասխանի EIA-310 պահանջներին, UL, RoHS պահանջներին: Պետք է ներառի երկու հատ ուղղահայաց 7.3kVA 32A PDU, որոնցից յուրաքանչյուրը կունենա առնվազն 20 հատ C13 և 4 հատ C19 տիպի վարդակներ, երկու կոմպլեկտ կաբելների ուղղահայաց համակարգող 97 x 1778 x 160 mm չափերով և երկու հորիզոնական` 483 x 44 x 110 mm չափերով:

Սերվերները, պահուստային տվյալների պահպանման համակարգերը, տվյալների պահպանման համակարգերը պետք է լինեն մեկ արտադրողի արտադրանք։
Համակարգը պետք է ներառի միացումները իրականացնելու համար անհրաժեշտ բոլոր մալուխները և փոխարկիչները: Վաճառողը պարտավոր է կազմակերպել համակարգի մատակարարումը, տեղադրումը, գործարկման աշխատանքները: Այն պետք է  իրականացվի Վաճառողի միջոցներով և պատասխանատվությամբ: Մատակարարը պետք է ներկայացնի արտադրողի կողմից տրամադրված հավաստագիր /MAF Certificate/: Բոլոր սարքավորումների վրա պետք է տրամադրվի արտադրողի կողմից 3 տարվա տեխ. աջակցում՝ 24x7 ռեժիմում սերվիս-դեպք գրանցելու հնարավորությամբ, 4 ժամվա արձագանքման մաքսիմալ ժամանակահատվածով: Մատակարարը պատասխանատու է չաշխատող մասերի փոխարինումը կազմակերպելու համար, եթե պահպանվում են տեխնիկական շահագործման կանոնները, տեղադրող ընկերությունը` տեխնիկական աջակցման կազմակերպման համար:

Ներկայացված տեխնիկական նկարագիրը և քանակական տվյալները վերաբերվում են 1 /մեկ/ դատակենտրոնին: Տվյալների մշակման և պահպանման ամբողջական համալիրը պետք է բաղկացած լինի 2 /երկու/ հայելային կրկնվող դատակենտրոններից՝ հիմնական և պահուստային, որոնցից յուրաքանչյուրը պետք է բավարարի վերոնշյալ տեխնիկական նկարագրի պահանջներին: 

Ի՞նչ ռեժիմով է նախատեսվում երկու կայքերի փոխազդեցությունը (միացում / հասանելիություն / սխալների հանդուրժողականություն):

Պատասխան։  Բոլոր սարքավորումների վրա պետք է տրամադրվի արտադրողի կողմից 3 տարվա տեխ. աջակցում՝ 24x7 ռեժիմում սերվիս-դեպք գրանցելու հնարավորությամբ, 4 ժամվա արձագանքման մաքսիմալ ժամանակահատվածով: Մատակարարը պատասխանատու է չաշխատող մասերի փոխարինումը կազմակերպելու համար, եթե պահպանվում են տեխնիկական շահագործման կանոնները, տեղադրող ընկերությունը` տեխնիկական աջակցման կազմակերպման համար:

Ապրանքը պետք է լինի չօգտագործված:

Տեխ․ բնութագիրը համաձայնեցված է ԲՏԱ նախարարության համապատասխան մասնագետների տրված եզրակացության հիման վրա։
Սույն հայտարարության հետ կապված լրացուցիչ տեղեկություններ ստանալու համար կարող եք դիմել 
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